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Against the background of differing disciplinary understandings 
of  AI  in  education,  we suggest  a  theoretical  framework –  the 
Vechta Venn – as an analytical lens. The Venn informs theoreti-
cal discussion on AI in education and is applicable for empirical 
research. Drawing on contemporary research from educational 
sciences, media studies, and cultural studies and moreover iden-
tifying disciplinary overlaps, we introduce a rather theoretical-
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analytical approach than an empirically study on AI. In doing so, 
we follow a theoretical three-step of argumentation. First, we in-
troduce the main lines of thought for each of the three disci-
plinary perspectives in their differences and specialties. Second, 
we focus on the intersections and overlapping of each pair of 
perspectives, respectively. Third, having outlined the respective 
synergies, we get to the core of the Venn, combining all three 
perspectives, interrogating the Venn’s applicability.

Vor dem Hintergrund unterschiedlicher disziplinärer Perspekti-
ven auf KI in der Bildung entwickeln wir einen theoretischen Be-
zugsrahmen – das Vechta Venn – als analytische Linse, die so-
wohl zur theoretischen Reflexion als auch zur empirischen Un-
tersuchung von KI  im Bildungsbereich dient.  Informiert  durch 
Studien  und  disziplinäre  Zugänge  aus  den  Erziehungswissen-
schaften, Medienwissenschaften und Kulturwissenschaften iden-
tifizieren wir thematische Schnittmengen. Unsere Argumentation 
folgt  einem  Dreischritt.  Zunächst  stellen  wir  die  wichtigsten 
Denkansätze für jede der drei disziplinären Perspektiven in ihren 
Unterschieden und ihrer Spezifik vor. Zweitens konzentrieren wir 
uns auf  die  Überschneidungen zwischen je  zwei  Perspektiven. 
Nachdem wir die jeweiligen interdisziplinären Synergien skizziert 
haben, kommen wir in einem dritten Schritt zum Kern des Vech-
ta Venn. Wir verbinden alle drei Perspektiven miteinander und 
fragen nach der Anwendbarkeit des Venn.

1. Analyzing artificial intelligence in education with critical-
constructive perspectives: The Vechta Venn

Artificial intelligence (AI) as a keyword is heavily used to point to a 

diverse set of algorithmically shaped communication as well  as 

socio-technical systems based on large language modeling  (Chiu 

2024; Lindgren 2023; Nemorin et al. 2023). In educational policy 
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discussions and strategic papers at the European and German-

speaking levels (EC EACEA 2023; EC: JRC 2023; SWK 2024), AI often 

serves as a seemingly all-encompassing label that excludes fur-

ther specification. Instead of addressing the complexity inherent 

in AI systems, these discussions frequently reduce AI to simplified 

concepts such as a helpful tool, a valuable assistant, or a straight-

forward recommendation system. This reductionist framing ob-

scures the nuances of what is being discussed or decided, allow-

ing for superficial and overly optimistic portrayals that fail to ac-

count for their broader implications and limitations. The complex 

mechanisms of AI systems, including their algorithmic dependen-

cies, data biases, and socio-technical entanglements (Couldry & 

Mejia 2019; D’Ignazio & Klein 2020; Introna 2016; Kitchin 2021), 

are often overlooked. The different understandings of AI are at 

the same time extensively related to disciplinary perspectives and 

differently accessed.

Interdisciplinary approaches are rare and the conceptual vague-

ness  comes  with  multiple  challenges,  which  form  the  starting 

point for this paper. As a research group, we integrate perspec-

tives from educational science, media studies, and cultural stud-

ies to support a critical-constructive approach to analyzing AI in 

educational settings. We conceptualize “critical-constructive per-

spectives” – informed by Klafki (2007) – as a framework that com-

bines two essential modes of inquiry and reasoning. On the one 

hand, it involves a critical respectively criteria-based examination 

of existing discourses and developments surrounding AI in educa-
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tion,  systematically  questioning their  assumptions,  implications, 

and societal impact. On the other hand, it emphasizes the con-

structive  development  of  practice-oriented,  ethical,  and  demo-

cratic approaches to engaging with AI in education, particularly 

within the structural and technological conditions shaped by AI.

When looking at education in general or educational settings in 

particular, researchers are often confronted with an opaque per-

spective on AI that, for example, does not give insights to the AI 

model used within a specific technology or the data it was trained 

with  (Crompton et al. 2022; Michels 2023). Furthermore, due to 

the plural understandings of AI within practical pedagogical set-

tings, the definitions remain vague: What exactly is referred to as 

AI? To chat-assistants or image generation, learning or communi-

cation tools, or a mix of all of these exemplary aspects?

Following this rather broad observations of the inaccurate discus-

sion of research on AI in educational settings, we propose a Venn 

diagram as a useful theoretical framework for educational, media, 

and cultural studies research. Since a Venn outlines the overlap-

ping and differences between specific, limited numbers of sets or 

frameworks, this concept is productive for sharpening the analyti-

cal perspectives, and we can articulate more precisely what ex-

actly we are referring to when we talk about “AI” in education. 

Though our approach is a theoretical not a methodological one, 

the introduced Venn may inform empirical research on AI in edu-

cation. In addition, we show that with a combination of these per-
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spectives  a  better  understanding  of  AI  in  education  can  be 

reached and translated into a re-shaping of educational practices.

The paper refers to research considering AI in education as an an-

alytical  object  and less so discusses the possibilities of  AI  as a 

working tool for the research process in general.  We therefore 

suggest  the Venn as an analytical  lens that informs theoretical 

discussion and empirical research on AI in education. Drawing on 

contemporary  research  from  educational,  media,  and  cultural 

studies and moreover identifying disciplinary overlaps, we intro-

duce a theoretical-analytical  approach rather than an empirical 

study on AI in education. We follow a theoretical three-step of ar-

gumentation.  First,  we introduce the main lines of  thought for 

each of the three disciplinary perspectives in their differences and 

specialties.  Second,  we focus on the intersections and overlap-

ping of each pair of perspectives. Third, having outlined the re-

spective synergies, we get to the core of the Venn, combining all 

three perspectives,  interrogating the Venn’s applicability  for re-

search as well as for pedagogical contexts.

2. Introducing three perspectives on AI in Education

In the following we introduce (1) an educational science perspec-

tive, (2) a media studies perspective, and (3) a cultural studies per-

spective on AI in education.  As a reference point for our frame-

work, we draw on models that provide a general interdisciplinary 

framework for addressing digital education, such as the  “Frank-

 medienimpulse, Jg. 63, Nr. 1, 2025 5



Franken/Bock/Rau Analyzing artificial intelligence: The Vechta Venn

furt Triangle”  (Brinda et al. 2021) and TPACK ((Hava & Babayiğit 

2025; Mishra & Koehler 2006; Schmid & Petko 2020).

While the Frankfurt Triangle  (Brinda et al.  2021) offers a broad 

framework  for  understanding  digitalization  in  educational  con-

texts, it does not specifically address the complexities and partic-

ularities of AI. Similarly, the TPACK model (Hava & Babayiğit 2025; 

Mishra & Koehler 2006; Schmid & Petko 2020) focuses primarily 

on modeling teachers’ knowledge – with a well-fitting expansion 

on AI aspects – and is not intended to serve as a heuristic frame-

work for research. 

Building on these foundations, the framework of the Vechta Venn 

systematically and iteratively addresses AI’s technological, social, 

and ethical dimensions, offering a holistic approach to their un-

derstanding and evaluation. In contrast to dominant discourses in 

Artificial Intelligence in Education (AIED) research – where AI is of-

ten examined from singular disciplinary perspectives, particularly 

those  rooted  in  engineering  and  computational  sciences 

(Zawacki-Richter et al. 2019) – our approach integrates perspec-

tives that remain underrepresented in AI-related educational re-

search.

While AIED scholarship frequently  prioritizes technological  pilot 

studies, there is still a significant lack of research considering AI’s 

pedagogical, social, and cultural implications in education.
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Our use of the term holistic in this context refers to this broader 

integration of disciplines, moving beyond technical feasibility and 

beyond one-dimensional  disciplinary views and fostering multi-

perspective and responsible research on AI in the context of edu-

cation While computational and information sciences provide cru-

cial insights into AI’s functionality, our focus lies in understanding 

how AI  transforms educational  practices,  media  ecologies,  and 

cultural  frameworks  and  how  these  transformations,  in  turn, 

shape AI’s role in education or education in general. Against this 

background, our framework enables a nuanced understanding of 

how AI in education is approached from different disciplinary per-

spectives.
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2.1 An Educational Science Perspective

From an educational  science perspective,  researching AI  within 

educational  contexts is  particularly  relevant in three key areas. 

One focuses on teaching and learning situations, exploring how AI 

as a tool can enhance educational practices. The second focuses 

on  developing  competencies  and  fostering  learning  processes, 

which promotes the ability to engage responsibly with AI and criti-

cally assess its implications. The third focuses on the structural 

conditions that are critically analyzed to understand how AI trans-

forms and challenges  existing  educational  systems and frame-

works.

(1) The focus on teaching and learning situations with AI emphasizes 

how  AI  can  be  integrated  to  improve  educational  practices 

(Zawacki-Richter et al. 2019; Bond et al. 2024). Following existing 

educational technologies, AI is primarily seen as a useful help or 

tool, e.g., as a working tool for learners, a teaching tool for educa-

tors,  or  an  organizational  tool  for  educational  administrators. 

When it is regarded as a working tool, for instance, this approach 

explores access to generative AI and its use, e.g. generating feed-

back or supporting complex problem-solving (Fu et al. 2020). Ad-

dressing AI as a teaching tool, this approach examines questions 

about how AI can be used to optimize tasks, for example, by dif-

ferentiating them according to varying levels of difficulty. By using 

AI as an organizational tool, educators can – according to the opti-

mistic  discussion of  EDTech –  reduce administrative  workloads 

and gain more time for pedagogical activities (Selwyn 2019). This 
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instrumental  focus on using AI  emphasizes  a  design-based-ori-

ented approach that seeks to bridge the gap between theory and 

practice in education, producing both actionable knowledge for 

practitioners and theoretical insights for researchers through in-

cluding multiple stakeholders in producing outputs, results or rec-

ommendations  (Petko 2011) by designing, testing, and scientifi-

cally evaluating scenarios to ensure AI tools effectively enhance 

learning outcomes.

(2) The focus on competence development processes highlights how 

individuals can gain the skills necessary to understand and use AI 

in a socially responsible and reflective manner  (Ng et al. 2023). 

This approach does not view AI as a neutral tool but as a relevant 

subject, aligning with broader goals of digital literacy and media 

education (Tulodziecki 2024). The goal is to promote appropriate, 

autonomous, creative, and socially responsible actions concern-

ing AI in its various forms in media and technology. In this regard, 

media education emphasizes action-oriented approaches (Schorb 

2020; Tulodziecki 2024) that draw on individuals’ experiences and 

address them in creative and reflective formats to foster the de-

velopment  of  competencies.  Increasingly,  interdisciplinary  ap-

proaches (Brinda et al. 2021) enrich these methods, incorporating 

knowledge about technological systems, algorithms, and their po-

tential effects.

(3)  The focus on structural conditions of education examines how 

AI-driven transformations and narratives reshape systemic frame-

works,  such as  policies,  governance structures,  and the ethical 
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foundations of education. It engages in a criteria-based analysis – 

following  on  from  earlier  work  on  media  criticism  (Niesyto  & 

Moser 2019; Selwyn 2013; Weller 2022) – of the changing condi-

tions  for  learning  and education  in  the  context  of  AI  develop-

ments.  The focus of this analysis is on overarching discussions 

and developments. For instance, this approach explores the ex-

tent to which educational policy objectives and techno-optimistic 

promises are actually aligned with educational challenges, or how 

educational technology providers market their products through 

specific narratives (Weller 2022). At a conceptual level, such analy-

sis clarifies how specific linguistic patterns help us to understand 

that AI as a learning tool sparks different discussions than AI as a 

service.

2.2. A Media Studies Perspective

The  media  studies  perspective  explores  how  AI  technologies 

shape educational content, formats, and processes. This perspec-

tive draws on critical app studies and EdTech studies and includes 

a focus on technology, on media appropriation and the entangled 

ethics.

(1) The focus on technology addresses how AI – in the form of so-

cio-technical systems with agency – alters the dynamics between 

educators and students (Hansen & Komljenovic 2023; Williamson 

et al. 2023). Questions are raised, such as, how these systems re-

shape interactions,  using  AI-supported communication  tools  to 

foster  collaboration and exchange  (Porter  & Grippa 2020).  The 

aim is to understand how these technologies transform educa-
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tion  and  redefine  learning  through  the  automation  of  routine 

tasks (Decuypere et al. 2023). Also of interest is the blend of phys-

ical and digital spaces facilitated by AI, and how these hybrid envi-

ronments alter our understanding of classroom interactions, col-

laboration, and teamwork. In the realm of education and learning, 

this means recognizing how digitality in the form of ‘AI’  shapes 

pedagogical frameworks, informing both content delivery and the 

broader educational experience.

(2) The focus on media appropriation addresses the entanglement 

of  structures and functions of  digital  phenomena and artifacts 

created  by  the  ongoing  digitization  of  the  world  and  the  way 

users engage with media. By engaging in the active (co-)design 

and reflection of technological and media phenomena, individu-

als are enabled to understand their opportunities, restrictions or 

responsibilities in a digitally shaped world. This aspect extends to 

analyzing  technology  affordances,  data  practices,  and  automa-

tion, while considering their influence on collective social desires 

and expectations (Crompton et al. 2022; Perrotta et al. 2021; Wa-

gener-Böck  et  al.  2022).  This  media  studies  informed  view  in-

volves scrutinizing how AI tools shape everyday interactions, me-

dia practices, and cultural narratives. A reflective approach to dig-

ital  systems  includes  examining  the  underlying  values  and  as-

sumptions embedded within technologies and how they mitigate 

perceptions or practices, e.g. by analysing how data dashboards 

produce  compelling,  persuasive  and  convincing  narratives  that 

may impact how teachers think about students, leading educators 
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do perform datafied teaching (Jarke & Macgilchrist 2021; Krein & 

Schiefner-Rohs 2021). 

(3)  The focus  on  ethics  entangled  with  media  appropriation ad-

dresses the ethical considerations related to the use of AI in edu-

cation by delving into the nuanced implications of integrating so-

cio-technical  systems  within  learning  environments  (Hillman 

2023; Williamson et al.  2023).  It  involves critically examining is-

sues such as data privacy, focusing on how student information is 

collected, stored, and used, as well as algorithmic bias, which can 

reflect and perpetuate existing societal inequities. The impact of 

AI on teacher autonomy is explored by looking at how these tech-

nologies  influence  decision-making  processes  and  professional 

practices, while student agency is assessed in terms of empower-

ment  and  participation  in  learning  pathways.  Additionally,  this 

perspective  includes  analyzing  guidelines  and  frameworks  that 

govern AI’s responsible and ethical use, ensuring they align with 

educational values and principles. The ongoing dialogue around 

these ethical dimensions is essential for fostering a reflective and 

conscious approach to AI integration in education.

2.3 A Cultural Studies Perspective

When looking at AI in education, the cultural studies perspective 

focuses on the broader contexts of social, cultural, and ethical di-

mensions in their connections. It therefore questions the shaping 

of AI and learning practices in both directions: How are the prac-

tices and actions of human and non-human actors related to one 

another and how do they influence each other? Data, algorithms 
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(including AI), and infrastructures are deeply connected to prac-

tices and relations humans and non-humans engage with,  and 

none of the elements of this assemblage can be understood in 

solitude (Aragona & Rosanna 2018; Beck 2019; Hepp et al. 2022; 

Suchman 2007; Vepřek 2024). Agency, data, and technologies are 

interwoven in data practices and discourses on data-driven rela-

tionships.

(1) Focus on the specific assemblages with AI in education: In educa-

tional settings, the weaving of human and non-human agency is 

realized in a specific form, since more than most areas of social 

life, education takes place in powerful, restricted settings includ-

ing  compulsory  schooling,  curricula  that  define  the  scope  of 

teaching contents, school organization that pre-structures educa-

tional settings and methods, and much more. These governmen-

tal structures (following Foucault 1982; 1991) can only be under-

stood  in  their  discursive  contexts  (Keller  2018).  Nevertheless, 

(more-than-)human actors strongly influence the everyday prac-

tices realized within these normative settings (Amelang & Bauer 

2019; Dippel & Warnke 2024; Sørensen & Schank 2020), ranging 

from,  hard-  and  software  available  or  internet  connections  to 

technical competences and creative adaptations of structural and 

organizational settings, e.g. in project-based schooling.

(2) In order to understand the interwoven practices in their con-

texts, the discourses surrounding and structuring them need to 

be taken into account. This focus involves investigating the cultural 

narratives, values, and practices embedded in AI technologies. At the 
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same time, it includes exploring how these technologies reinforce 

societal norms, biases, and power dynamics. Accordingly, examin-

ing the societal metatrend of datafication in education in its spe-

cific form can make use of perspectives on datafication (Houben 

& Prietl 2018; Kitchin 2014; Schäfer & van Es 2017) and algorith-

mization (Christin 2020; Mackenzie 2005; Vepřek et al.  2023) in 

cultural studies and anthropology. The narratives and powerful 

structures surround AI as cultural inscriptions that shape the as-

semblage and its practices as political and public discourses.

(3) From a cultural anthropology, science and technology studies 

and critical code and data studies perspective, this angle heavily 

relies  on  a focus  on ethnographic  methods in  their  enhancement 

within and through digital technologies. Therefore, research meth-

ods and research foci are interwoven in reflexive, careful, and ex-

perimental ways (Dietzsch et al. 2024; Franken 2023a) and are of-

ten be realized in  participatory,  collaborative research designs. 

Since data are never neutral and embedded with algorithms, AI 

and datafication need to be examined in human-technology-rela-

tions: in interactions between individuals, groups, society, and AI 

technologies (Crowder et al. 2020; Edmond 2020; Lindgren 2020; 

Poirier 2021) in educational contexts. With digital technologies, it 

can be examined how AI tools are shaped by social practices, cul-

tural values, and institutional structures, focusing on the interac-

tions between individuals,  groups, society,  digital  systems, soft- 

and hardware against the backdrop of digitalization and the cul-

tural change involved in that.
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3. Identifying intersections

After summing up the main lines of argument within the three 

disciplines,  we now aim to  identify  overlaps  and synergies  be-

tween the different disciplinary perspectives.

3.1 Linking Media and Educational Studies Perspectives

The two disciplines share an interest in the transformation of ed-

ucational contexts through AI and the need to critically and con-

structively reflect on the use of AI. Intersections are particularly 

evident in relation to (1) the integration and impact of AI in educa-

tion, (2) the promotion of AI skills, (3) the critical examination of 

AI, and (4) the changes to learning environments brought about 

by AI.

Firstly,  both  perspectives  emphasize  that  AI  technologies  are 

changing the way education is brought about. They examine how 

these technologies are used as tools in educational processes, be 

it  in  didactic,  organizational  or  communicative  functions.  Sec-

ondly, both the educational science and media studies perspec-

tives point out the requirement to promote skills in dealing with 

AI. While the former emphasizes the acquisition of media literacy, 

the latter focuses on the active reflection and appropriation of 

media-related  phenomena.  Thirdly,  both  perspectives  see  the 

need to critically scrutinize the implementation and impact of AI 

in education. This includes analyzing the technological and social 

embedding as well as ethical dimensions, such as data protection 

and algorithmic biases. Finally, both viewpoints address how AI is 
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changing the dynamics and framework conditions of learning en-

vironments. The educational science perspective focuses on the 

didactic design and learning processes and asks: “What can and 

should teachers and learners do with AI in the educational con-

text?”, while the media studies perspective examines the combi-

nation of physical and digital learning spaces and their implica-

tions for collaboration and participation,  focusing on the ques-

tion: “What does AI do to teachers and learners in the educational 

context?”

3.2 Linking Cultural and Media Studies Perspectives

Both cultural and media studies closely link the technological di-

mension and the use of AI in education with the social, cultural, 

and ethical issues raised by AI technologies. Intersections are par-

ticularly evident in the interest in (1) the interactions and dynam-

ics changed by AI, (2) the cultural and social embedding of AI, (3) 

the ethical questions in relation to AI in the educational context, 

and (4) the discursive and structural framework conditions.

First, both perspectives examine how AI technologies change the 

interactions and dynamics between humans and technology. The 

media studies approach considers how AI changes classroom in-

teractions through the use of technology, while the cultural stud-

ies  approach focuses on the interdependencies  of  human and 

non-human actors to understand how these interactions reflect 

cultural and social structures. Secondly, both address the cultural 

and societal  implications of  AI  by examining how technological 

systems are shaped by societal norms, values, and power struc-
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tures. The media studies look at how narratives and practices in 

society are forged by AI technologies, while the cultural studies 

look at the metatrend of datafication and algorithmic processes 

in a broader cultural context of meaning-making and transforma-

tion. Third, both perspectives have a strong interest in the ethical 

considerations related to the use of AI in education. Both ques-

tion ethical dimensions such as data protection and algorithmic 

bias and call for a reflective approach to AI. Finally, both media 

and cultural studies analyze the discursive and structural frame-

works that the use of AI in (educational) institutions entails. Power 

relations structure educational environments in both discourses 

and practices as well as through the cultural inscriptions within 

technologies.  While media studies focus on the role media and 

technology play, cultural studies start with the practices and inter-

actions taking place. They both place an emphasis on AI not being 

neutral, but deeply socially and culturally embedded.

3.3 Linking Educational Science and Cultural Studies Perspectives

The  two  disciplinary  perspectives  of  educational  and  cultural 

studies emphasize the need to consider possible implications of 

AI for institutional contexts with a critical, informed, and interdis-

ciplinary approach. There are shared overlaps in terms of (1) the 

need to foster a critical perspective on AI in educational contexts, 

(2) an interest in learning from each other’s expertise in order to 

better understand and shape educational settings and concepts, 

(3) a focus on ethical and social implications.
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First, both perspectives recognize the necessity of translating the 

analytic perspectives on AI to an integration into education. Con-

crete  educational  settings,  worked  out  by  educational  science 

concepts,  can be enriched with cultural  studies perspectives as 

these foster a broader and deeper understanding of the practices 

that the involved actors are interwoven with. Secondly, expertise 

coming from cultural studies can be included in educational con-

cepts while educational studies perspectives enrich cultural stud-

ies  since they empower a  better  understanding of  educational 

settings,  practices,  and  constellations  of  actors  within.  Educa-

tional concepts can easier and deeper be researched from a cul-

tural studies perspective if their perspectives are understood and 

further developed together.  Third,  both perspectives shed light 

on the ethical and social consequences of AI in cultural and soci-

etal  contexts.  Educational  science  analyzes  the  potentials  and 

conditions associated with the use of AI in education, while cul-

tural studies deal with questions of power, social influence, and 

attitudes that are shaped by AI  technologies.  A key element in 

both is empowerment – by engaging critically with AI technologies 

in  order  to  actively  involve  in  shaping  these  technologies  and 

their usage. While cultural studies focus on the critical analytical 

framework by understanding and co-creating practices through 

enhanced ethnographic  methods,  educational  studies  focus  on 

changing concrete educational settings using approaches like de-

sign-based research. Both share an interest in understanding and 

changing society in concrete terms.
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4. Getting to the core of the Vechta Venn

The aforementioned vagueness of language and imprecise use of 

what is meant when we talk about AI in education becomes evi-

dent in the combination  of the perspectives pointed out above. 

For all  of  them, AI  is  not only a tool,  but an actor,  a technical 

framework  as  well  as  an  occasion  for  social  and  cultural  dis-

courses. In the synopsis of the three perspectives, several central 

themes emerge that are repeatedly emphasized in educational, 

media, and cultural studies: (1) collaborative interdisciplinary re-

search is necessary, where (2) not only technological, but also so-

cial,  cultural,  and ethical  dimensions need to be taken into ac-

count, and therefore (3) a constructive, but critical companionship 

of AI implementation is possible.

First, all three perspectives emphasize the need for an interdisci-

plinary approach in order to understand the full scope of the im-

plications of AI in education (Brinda et al., 2021). Collaborative, in-

terdisciplinary research is therefore necessary for a deeper and at 

the same time broader understanding of the emerging phenom-

ena, which simultaneously asks fundamental questions and (fur-

ther) develops solutions for educational settings (Perrotta 2020). 

This interlinking of research and practice is enormously impor-

tant, especially in complex technological fields, which can hardly 

be understood from one perspective alone (Franken 2023b).

Secondly, each of the disciplines stresses the importance of con-

sidering technological, social, cultural, and ethical dimensions in 

their combinations and intersections in order to grasp the com-
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plexity of AI implementations (Hillman 2023). With these different 

dimensions considered, AI technologies are seen as changing the 

dynamics and interactions in educational contexts. This also in-

cludes a focus on changing practices by educational agents that 

are questioned through this newly emerging technology (Vepřek 

2024). The disciplines differ in their conclusions, but all recognize 

that AI influences practices, interactions as well as organizational 

structures of educational institutions.

Third, the three perspectives share a common understanding that 

the implementation of AI in education must be accompanied con-

structively  and  at  the  same  time  critically  (Macgilchrist  2021). 

Therefore, a critical examination of discourses surrounding AI is 

needed. This includes an analysis of techno-optimistic promises 

and their  political  instrumentalization as well  as cultural  narra-

tives and their influence on social norms and power structures 

within educational governance (Bock et al. 2024; Grimaldi & Ball 

2021; Selwyn et al. 2020). It also involves a strong focus on the 

ethical implications of making use of AI in educational settings, in-

cluding algorithmic distortions and datafication processes taking 

place  within  the  power  relations  at  work  (Kinder-Kurlanda  & 

Fahini 2024).

The three disciplinary perspectives presented here each propose 

a specific angle on the relationship between humans and technol-

ogy,  the  differences  between  which  emerge  when  viewed  to-

gether in a Venn: What do humans do with technology, what does 

technology  do  with  humans,  what  do  humans  and technology 
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jointly transform (Hengartner 2012)? With the model presented, 

we offer a research heuristic on AI in education that allows differ-

ent disciplinary perspectives to be interwoven. Through the en-

tanglement and the focus on intersections, a change of perspec-

tive is enabled which gives an added value to research perspec-

tives. In this sense, interdisciplinarity is necessary for a richer ana-

lytical understanding of the role, function, and application of AI in 

educational settings.

Literatur

Katrin/Bauer, Susanne (2019): Following the algorithm: How epi-

demiological risk-scores do accountability, in: Social studies of sci-

ence, 49(4), 476–502. https://doi.org/10.1177/0306312719862049.

Aragona,  Biagio/de Rosa,  Rosanna (2018):  Policy  making at  the 

time of Big Data: datascape, datasphere, data culture, in: Sociolo-

gia Italiana: AIS Journal of Sociology, 11, 173–185. 

https://doi.org/10.1485/AIS_2018/11_3434226.

Beck, Stefan (2019 [2015]): Von Praxistheorie 1.0 zu 3.0: Oder: wie 

analoge und digitale Praxen relationiert werden sollten, in: Berli-

ner Blätter. Ethnographische und ethnologische Beiträge, 81, 9–

27.

 medienimpulse, Jg. 63, Nr. 1, 2025 21

https://doi.org/10.1485/AIS_2018/11_3434226
https://doi.org/10.1177/0306312719862049


Franken/Bock/Rau Analyzing artificial intelligence: The Vechta Venn

Bock, Annekatrin/Macgilchrist, Felicitas/Rabenstein, Kerstin/Wage-

ner-Böck, Nadine (2024): Hoping for community in a technologi-

cally decelerated world—A critical utopian approach, in: Futures, 

163, 103434, 1–10. https://doi.org/10.1016/j.futures.2024.103434.

Bond,  Melissa/Khosravi,  Hassan/De Laat,  Maarten/Bergdahl,  Ni-

na/Negrea,  Violeta/Oxley,  Emily/Pham,  Phuong/Chong,  Sin 

Wang/Siemens, George (2024): A meta systematic review of artifi-

cial  intelligence in higher education: A call  for increased ethics, 

collaboration, and rigour, in: International Journal of Educational 

Technology in Higher Education, 21(4), 1–41. 

https://doi.org/10.1186/s41239-023-00436-z.

Brinda,  Torsten/Brüggen,  Niels/Diethelm,  Ira/Knaus,  Thomas/

Kommer,  Sven/Kopf,  Christine/Missomelius,  Petra/Leschke,  Rai-

ner/Tilemann,  Friederike/Weich,  Andreas  (2020):  Frankfurt-Drei-

eck zur Bildung in der digital vernetzten Welt. Ein interdisziplinä-

res Modell, in: Knaus, Thomas/Merz, Olga (Hg.): Schnittstellen und 

Interfaces. Digitaler Wandel in Bildungseinrichtungen, München: 

kopaed, 157–167.

Chiu, Thomas K. F. (2024): Future research recommendations for 

transforming higher education with generative AI, in: Computers 

and Education: Artificial Intelligence, 6, 100197, 1–9, 

https://doi.org/10.1016/j.caeai.2023.100197.

 medienimpulse, Jg. 63, Nr. 1, 2025 22

https://doi.org/10.1016/j.caeai.2023.100197
https://doi.org/10.1186/s41239-023-00436-z
https://doi.org/10.1016/j.futures.2024.103434


Franken/Bock/Rau Analyzing artificial intelligence: The Vechta Venn

Christin,  Angèle  (2020):  The  Ethnographer  and  the  Algorithm: 

Beyond the Black Box, in: Theory and Society, 49(5–6), 897–918.

Couldry,  Nick/Mejias,  Ulises A. (2019):  Data Colonialism: Rethin-

king Big Data’s Relation to the Contemporary Subject, in: Televisi-

on & New Media 20 (4), 336–349.

Crompton, Helen/Jones, Mildred V./Burke, Diane (2022): Affordan-

ces and challenges of artificial  intelligence in K-12 education: A 

systematic review, in: Journal of Research on Technology in Edu-

cation, 1–21. https://doi.org/10.1080/15391523.2022.2121344.

Crowder, Jerome W./Fortun, Mike/Besara, Rachel/Poirier, Lindsay 

(ed) (2020): Anthropological Data in the Digital Age, Cham, Sprin-

ger International Publishing.

Decuypere,  Mathias/Alirezabeigi,  Samira/Grimaldi,  Emiliano/Har-

tong,  Sigrid/Kiesewetter,  Svea/Landri,  Paolo/Masschelein,  Jan/Pi-

attoeva,  Nelli/Ratner,  Helene/Simons,  Maarten/Vanermen, 

Lanze/Broeck,  Pieter  Vanden  (2023):  Laws  of  Edu-Automation? 

Three Different Approaches to Deal with Processes of Automation 

and Artificial Intelligence in the Field of Education, in: Postdigital 

Science and Education, 5(1), 44–55. 

https://doi.org/10.1007/s42438-022-00360-x.

Dietzsch, Ina/Franken, Lina/Imeri, Sabine/Kinder-Kurlanda, Katha-

rina/Sørensen,  Estrid/Vepřek,  Libuše Hannah (2024):  Quo Vadis 

kulturwissenschaftliche Digital Humanities? Book of Abstracts Di-

gital Humanities im deutschsprachigen Raum. 

https://zenodo.org/records/10698334.

 medienimpulse, Jg. 63, Nr. 1, 2025 23

https://zenodo.org/records/10698334
https://doi.org/10.1007/s42438-022-00360-x
https://doi.org/10.1080/15391523.2022.2121344


Franken/Bock/Rau Analyzing artificial intelligence: The Vechta Venn

D’Ignazio, Catherine/Klein, Lauren F. (2020): Data Feminism, Cam-

bridge: MIT Press.

Dippel, Anne/Warnke, Martin (2025): The Depths of Illusion: Kno-

wing Reality Through Computer Simulation, Bielefeld, transcript.

Edmond, Jennifer (2020): Introduction: Power, Practices, and the 

Gatekeepers  of  Humanistic  Research in  the Digital  Age,  in:  Ed-

mond, Jennifer (ed): Digital Technology and the Practices of Hu-

manities Research, Cambridge, 1–20. 

https://doi.org/10.11647/OBP.0192.

European Commission: European Education and Culture Executi-

ve Agency (EC:EACEA) (2023):  AI  report by the European Digital 

Education Hub’s Squad on Artificial Intelligence in Education, Lu-

xembourg: Publications Office of the European Union. Retrieved 

from: https://op.europa.eu/en/publication-detail/-/publication/9b

b60fb1-b42a-11ee-b164-01aa75ed71a1.

European Commission: Joint Research Centre (EC: JRC) (2023): On 

the Futures of Technology in Education: Emerging Trends and Po-

licy Implications, edited by I. Tuomi, R. Cachia and D. Villar-Onru-

bia, Luxembourg: Publications Office of the European Union. Re-

trieved from: https://op.europa.eu/en/publication-detail/-/publica

tion/e4b09917-582f-11ee-9220-01aa75ed71a1.

Foucault, Michel (1982): The Subject and Power, in: Critical inqui-

ry, 8(4), 777–795.

 medienimpulse, Jg. 63, Nr. 1, 2025 24

https://op.europa.eu/en/publication-detail/-/publication/e4b09917-582f-11ee-9220-01aa75ed71a1
https://op.europa.eu/en/publication-detail/-/publication/e4b09917-582f-11ee-9220-01aa75ed71a1
https://op.europa.eu/en/publication-detail/-/publication/9bb60fb1-b42a-11ee-b164-01aa75ed71a1
https://op.europa.eu/en/publication-detail/-/publication/9bb60fb1-b42a-11ee-b164-01aa75ed71a1
https://doi.org/10.11647/OBP.0192


Franken/Bock/Rau Analyzing artificial intelligence: The Vechta Venn

Foucault, Michel (1991): Governmentality [1978], in: Burchell, Gra-

ham/Gordon,  Colin/Miller,  Peter  (eds):  The Foucault  Effect:  Stu-

dies in Governmentality, Hempstead, 87–104.

Franken,  Lina  (2023a):  Digitale  Methoden  für  qualitative  For-

schung:  Computationelle  Daten  und  Verfahren,  Münster/New 

York: UTB/Waxmann.

Franken,  Lina (2023b):  Algorithmen und Daten in  kulturwissen-

schaftlicher Forschung: Digital Humanities in Anwendung und Re-

flexion, in: Zeitschrift für Empirische Kulturwissenschaft, 119 (2), 

176–200, https://doi.org/10.31244/zekw/2023/02.03.

Fu, Shixuan/Gu, Huimin/Yang, Bo (2020): The affordances of AI‐

enabled automatic scoring applications on learners’  continuous 

learning intention: An empirical study in China, in: British Journal 

of Educational Technology, 51(5), 1674–1692. 

https://doi.org/10.1111/bjet.12995.

Grimaldi,  Emiliane/Ball,  Stephe J.  (2021):  Paradoxes of freedom. 

An archaeological  analysis of educational online platform inter-

faces, in: Critical Studies in Education, 62(1), 114–129. 

https://doi.org/10.1080/17508487.2020.1861043.

Hansen, Morten/Komljenovic,  Janja (2023):  Automating Learning 

Situations in EdTech: Techno-Commercial Logic of Assetisation, in: 

Postdigital Science and Education, 5(1), 100–116. 

https://doi.org/10.1007/s42438-022-00359-4.

 medienimpulse, Jg. 63, Nr. 1, 2025 25

https://doi.org/10.1007/s42438-022-00359-4
https://doi.org/10.1080/17508487.2020.1861043
https://doi.org/10.1111/bjet.12995
https://doi.org/10.31244/zekw/2023/02.03


Franken/Bock/Rau Analyzing artificial intelligence: The Vechta Venn

Hava, Kevser/Babayiğit,  Özgür (2025):  Exploring the relationship 

between teachers’ competencies in AI-TPACK and digital proficien-

cy, in: Education and Information Technologies, 30(3), 3491–3508. 

https://doi.org/10.1007/s10639-024-12939-x.

Hengartner, Thomas (2012): Technik – Kultur – Alltag: Technikfor-

schung als Alltagskulturforschung, in: Schweizerisches Archiv für 

Volkskunde, 106, 117–139.

Hepp,  Andreas/Jarke,  Juliane/Kramp,  Leif  (eds)  (2022):  New 

Perspectives in Critical  Data Studies:  The Ambivalences of Data 

Power, Cham: Springer International Publishing.

Hillman,  Velislava  (2023):  Bringing  in  the  technological,  ethical, 

educational and social-structural for a new education data gover-

nance,  in:  Learning,  Media  and  Technology,  48(1),  122–137. 

https://doi.org/10.1080/17439884.2022.2052313.

Houben, Daniel/Prietl, Bianca (eds) (2018): Datengesellschaft: Ein-

sichten in die Datafizierung des Sozialen, Bielefeld, transcript.

Introna,  Lucas  D.  (2016):  Algorithms,  Governance,  and Govern-

mentality, in: Science, Technology, & Human Values, 41(1), 17–49. 

https://doi.org/10.1177/0162243915587360.

Jarke,  Juliane/Macgilchrist,  Felicitas  (2021):  Dashboard  stories: 

How narratives told by predictive analytics reconfigure roles, risk 

and sociality in education, in: Big Data & Society, 8(1), Article 1. 

https://doi.org/10.1177/20539517211025561.

 medienimpulse, Jg. 63, Nr. 1, 2025 26

https://doi.org/10.1177/20539517211025561
https://doi.org/10.1177/0162243915587360
https://doi.org/10.1080/17439884.2022.2052313
https://doi.org/10.1007/s10639-024-12939-x


Franken/Bock/Rau Analyzing artificial intelligence: The Vechta Venn

Keller, Reiner (2018): The sociology of knowledge approach to dis-

course: An introduction, in: Keller, Reiner/Hornidge, Anna-Kathari-

na/Schünemann,  Wolf  J.  (eds):  The Sociology of  Knowledge Ap-

proach to Discourse, Routledge, 16–47.

Kinder-Kurlanda,  Katharina/Fahimi,  Miriam (2024):  Making Algo-

rithms Fair: Ethnographic Insights from Machine Learning Inter-

ventions, in: Jarke, Juliane/Prietl, Bianca/Egbert, Simon/Boeva, Ya-

na/Heuer, Hendrik/Arnold, Maike (eds): Algorithmic Regimes: Me-

thods, Interactions, and Politics, Amsterdam, Amsterdam Univer-

sity Press, 309–330.

Kitchin, Rob (2014): The Data Revolution: Big Data, Open Data, Da-

ta  Infrastructures  &  Their  Consequences,  Los  Angeles/London/

New Dehli: SAGE.

Kitchin, Rob (2021) Data lives: How data are made and shape our 

world, Bristol: Bristol University Press.

Klafki, Wolfgang (2007): Neue Studien zur Bildungstheorie und Di-

daktik. Zeitgemäße Allgemeinbildung und kritisch-konstruktive Di-

daktik, Weinheim: Beltz.

Krein,  Ulrike/Schiefner-Rohs,  Mandy  (2021):  Data  in  Schools: 

(Changing) Practices and Blind Spots at a Glance, in: Frontiers in 

Education, 6, 672666. https://doi.org/10.3389/feduc.2021.672666.

Lindgren, Simon (2020):  Data theory: Interpretive sociology and 

computational methods, Cambridge/Medford: Polity.

 medienimpulse, Jg. 63, Nr. 1, 2025 27

https://doi.org/10.3389/feduc.2021.672666


Franken/Bock/Rau Analyzing artificial intelligence: The Vechta Venn

Lindgren, Simon (2023): Introducing Critical Studies of Artificial In-

telligence, in: Lindgren, Simon (ed): Handbook of Critical Studies 

of Artificial Intelligence, Cheltenham, UK: Edward Elgar Publishing, 

1–19.

Macgilchrist, Felicitas (2021): What is ‘critical’ in critical studies of 

edtech?  Three  responses,  in:  Learning,  Media  and  Technology, 

46(3), Article 3. https://doi.org/10.1080/17439884.2021.1958843.

Mackenzie,  Adrian (2005):  The Performativity of  Code: Software 

and Cultures of Circulation, in: Theory, Culture & Society, 22(1), 

71–92, https://doi.org/10.1177/0263276405048436.

Michels, Steven (2023): Teaching (with) Artificial Intelligence: The 

Next Twenty Years, in: Journal of Political Science Education, 0(0), 

1–12. https://doi.org/10.1080/15512169.2023.2266848.

Mishra, Punya/Koehler, Matthew J. (2006): Technological Pedago-

gical Content Knowledge: A Framework for Teacher Knowledge, 

in: Teachers College Record, 108(6), 1017–1054. 

https://doi.org/10.1111/j.1467-9620.2006.00684.x.

Nemorin, Selena/Vlachidis, Andreas/Ayerakwa, Hayford M./Andri-

otis, Panagiotis (2023): AI hyped? A horizon scan of discourse on 

artificial  intelligence  in  education  (AIED)  and  development,  in: 

Learning, Media and Technology, 48(1), 38–51. 

https://doi.org/10.1080/17439884.2022.2095568.

 medienimpulse, Jg. 63, Nr. 1, 2025 28

https://doi.org/10.1080/17439884.2022.2095568
https://doi.org/10.1111/j.1467-9620.2006.00684.x
https://doi.org/10.1080/15512169.2023.2266848
https://doi.org/10.1177/0263276405048436
https://doi.org/10.1080/17439884.2021.1958843


Franken/Bock/Rau Analyzing artificial intelligence: The Vechta Venn

Ng, Davy Tsz Kit/Su, Jiahong/Leung, Jac Ka Lok/Chu, Samuel Kai 

Wah  (2023):  Artificial  intelligence  (AI)  literacy  education  in  se-

condary schools: A review, in: Interactive Learning Environments, 

0(0), 1–21. https://doi.org/10.1080/10494820.2023.2255228.

Perrotta, Carlo (2020): Programming the platform university: Lear-

ning analytics and predictive infrastructures in higher education, 

in: Research in Education, 109(1). 

https://doi.org/10.1177/0034523720965623.

Perrotta, Carlo/Gulson, Kalervo N./Williamson, Ben/Witzenberger, 

Kevin (2021): Automation, APIs and the distributed labour of plat-

form pedagogies in Google Classroom, in: Critical Studies in Edu-

cation, 62(1). https://doi.org/10.1080/17508487.2020.1855597.

Poirier, Lindsay (2021): Reading datasets: Strategies for interpre-

ting  the  politics  of  data  signification,  in:  Big  Data  &  Society. 

https://doi.org/10.1177/20539517211029322.

Porter, Beth/Grippa, Francesca (2020): A Platform for AI-Enabled 

Real-Time  Feedback  to  Promote  Digital  Collaboration,  in:  Su-

stainability, 12(24), Article 24.

https://doi.org/10.3390/su122410243.

Schäfer, Mirko Tobias/van Es, Karin (eds) (2017): The Datafied So-

ciety:  Studying  Culture  through  Data,  Amsterdam:  Amsterdam 

University Press.

 medienimpulse, Jg. 63, Nr. 1, 2025 29

https://doi.org/10.3390/su122410243
https://doi.org/10.1177/20539517211029322
https://doi.org/10.1080/17508487.2020.1855597
https://doi.org/10.1177/0034523720965623
https://doi.org/10.1080/10494820.2023.2255228


Franken/Bock/Rau Analyzing artificial intelligence: The Vechta Venn

Schmid, Mirjam/Petko, Dominik (2020): ‹Technological Pedagogi-

cal  Content  Knowledge›  als  Leitmodell  medienpädagogischer 

Kompetenz, in: MedienPädagogik: Zeitschrift für Theorie und Pra-

xis der Medienbildung, 17, 121–40. 

https://doi.org/10.21240/mpaed/jb17/2020.04.28.X.

Schorb, Bernd (2021): Handlungsorientierte Medienpädagogik, in: 

Sander, Uwe/von Gross, Friederike/Hugger, Kai-Uwe (eds): Hand-

buch Medienpädagogik, Wiesbaden: Springer VS, 1–18. 

https://doi.org/10.1007/978-3-658-25090-4_6-1.

Selwyn,  Neil  (2013):  Distrusting Educational  Technology:  Critical 

Questions for Changing Times, London: Routledge. 

https://doi.org/10.4324/9781315886350.

Selwyn, Neil (2019): Should robots replace teachers? AI and the 

future of education, Cambridge: Polity Press.

Selwyn,  Neil/Hillman,  Thomas/Eynon,  Rebecca/Ferreira,  Giselle/

Knox,  Jeremy/Macgilchrist,  Felicitas/Sancho-Gil,  Juana M.  (2020): 

What’s  next  for  Ed-Tech?  Critical  hopes  and  concerns  for  the 

2020s, in: Learning, Media and Technology, 45(1). 

https://doi.org/10.1080/17439884.2020.1694945.

Sørensen, Estrid/Schank, Jan (2020): Praxeographie, in: Bauer, Su-

sanne/Heinemann,  Torsten/Lemke,  Thomas  (eds):  Science  and 

Technology Studies: Klassische Positionen und aktuelle Perspekti-

ven, Berlin: Suhrkamp, 407–428.

 medienimpulse, Jg. 63, Nr. 1, 2025 30

https://doi.org/10.1080/17439884.2020.1694945
https://doi.org/10.4324/9781315886350
https://doi.org/10.1007/978-3-658-25090-4_6-1
https://doi.org/10.21240/mpaed/jb17/2020.04.28.X


Franken/Bock/Rau Analyzing artificial intelligence: The Vechta Venn

Ständige Wissenschaftliche Kommission der Kultusministerkonfe-

renz (SWK) (2024): Large Language Models und ihre Potenziale im 

Bildungssystem. Impulspapier der Ständigen Wissenschaftlichen 

Kommission  (SWK)  der  Kultusministerkonferenz,  Bonn:  SWK. 

http://dx.doi.org/10.25656/01:28303.

Suchman,  Lucy (2007):  Human-Machine Reconfigurations:  Plans 

and  Situated  Actions,  2nd  edn,  Cambridge/New  York/

Melbourne/Madrid/Cape Town/Singapore/São Paulo:  Cambridge 

University Press.

Tulodziecki,  Gerhard (2024):  Medienhandeln,  Medienkompetenz 

und  Medienbildung  aus  handlungstheoretischer  Sicht,  in:  Aß-

mann, Sandra/Grafe, Silke/Martin, Alexander/Herzig, Bardo (eds): 

Medien – Bildung – Forschung. Integrative und interdisziplinäre 

Perspektiven, Bad Heilbrunn: Julius Klinkhardt, 21–35.

Vepřek, Libuše Hannah (2024): At the Edge of AI: Human Compu-

tation Systems and Their Intraverting Relations, Bielefeld, trans-

cript.

Vepřek,  Libuše Hannah/Thanner,  Sarah/Franken, Lina/Code Eth-

nography  Collective  (2023):  Computercode in  seinen Dimensio-

nen ethnografisch begegnen,  Kulturanthropologie Notizen,  (85), 

139–166.

 medienimpulse, Jg. 63, Nr. 1, 2025 31

http://dx.doi.org/10.25656/01:28303


Franken/Bock/Rau Analyzing artificial intelligence: The Vechta Venn

Wagener-Böck, Nadine/Macgilchrist, Felicitas/Rabenstein, 

Kerstin/Bock, Annekatrin (2022): From Automation to Symmation: 

Ethnographic  Perspectives  on  What  Happens  in  Front  of  the 

Screen, in: Postdigital Science and Education. 

https://doi.org/10.1007/s42438-022-00350-z.

Weller, Martin (2022): Metaphors of Ed Tech, Athabasca: Athabas-

ca University Press.

Williamson, Ben/Macgilchrist, Felicitas/Potter, John (2023): Re-ex-

amining AI,  automation and datafication in education,  in:  Lear-

ning, Media and Technology, 48(1), 1–5. 

https://doi.org/10.1080/17439884.2023.2167830.

Zawacki-Richter, Olaf/Marín, Victoria I./Bond, Melissa/Gouverneur, 

Franziska (2019): Systematic review of research on artificial intelli-

gence applications in higher education – Where are the educa-

tors?, in: International Journal of Educational Technology in Hig-

her Education. 16(39), 1–27.

https://doi.org/10.1186/s41239-019-0171-0.

 medienimpulse, Jg. 63, Nr. 1, 2025 32

https://doi.org/10.1080/17439884.2023.2167830
https://doi.org/10.1186/s41239-019-0171-0
https://doi.org/10.1007/s42438-022-00350-z

	1. Analyzing artificial intelligence in education with critical-constructive perspectives: The Vechta Venn
	2. Introducing three perspectives on AI in Education
	2.1 An Educational Science Perspective
	2.2. A Media Studies Perspective
	2.3 A Cultural Studies Perspective

	3. Identifying intersections
	3.1 Linking Media and Educational Studies Perspectives
	3.2 Linking Cultural and Media Studies Perspectives
	3.3 Linking Educational Science and Cultural Studies Perspectives

	4. Getting to the core of the Vechta Venn
	Literatur


